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We establish the mathematical equivalence between the spectral form factor, a quantity used to identify the
onset of quantum chaos and scrambling in quantum many-body systems, and the classical problem of statistical
characterization of planar random walks. We thus associate to any quantum Hamiltonian a random process
on the plane. We set down rigorously the conditions under which such random process becomes a Wiener
process in the thermodynamic limit and the associated distribution of the distance from the origin becomes
Gaussian. This leads to the well known Gaussian behavior of the spectral form factor for quantum chaotic (non-
integrable) models, which we show to be violated at low temperature. For systems with quasi-free spectrum
(integrable), instead, the distribution of the SFF is Log-Normal. We compute all the moments of the spectral
form factor exactly without resorting to the Gaussian approximation. Assuming degeneracies in the quantum
chaotic spectrum we solve the classical problem of random walker taking steps of unequal lengths. Furthermore,
we demonstrate that the Hausdorff dimension of the frontier of the random walk, defined as the boundary of the
unbounded component of the complement, approaches 1 for the ‘integrable’ Brownian motion, while the non-
integrable walk approaches that obtained by the Schramm-Loewner Evolution (SLE) with the fractal dimension
4/3. Additionally, we numerically show that ‘Bethe Ansatz’ walkers fall into a category similar to the non-
integrable walkers.

I. INTRODUCTION

The spectral form factor (SFF) S(t) has the form

S(t) = |χ(t)|2 , χ(t) = tr
(
ρe−itH

)
, (1)

where H is the Hamiltonian under consideration and ρ is a possibly not normalized quantum state. The number of interesting
physical problems that can be written, often exactly, in this form, either quantum or classical, is frankly quite amazing. Lagrange
showed that the study of the motion of perihelia is connected to the argument of an expression like χ(t) with ρ = 1I [1]. For a pure
quantum state ρ = |ψ⟩⟨ψ|, S(t) is known as Loschmidt echo or survival probability and is connected to the theory of Fermi-edge
singularity in metals [2], the statistics of the work done after a quench [3], the approach to thermodynamic equilibrium [4–6] and
(especially for ρ = 1) quantum chaos [7–16]. More recently, the SFF has found applications in quantum gravity [17–19]. Using
the SYK as a model for a black hole, the late-time behavior of the SFF probes the discreteness of the black hole spectrum. Three
regimes have been identified for the SFF. A short-time regime (the “slope”) where S(t) is observed to be self-averaging, a long
time “plateau” where S(t) is approximately constant but subject to large fluctuations, and an intermediate regime connecting
the two (the “ramp”). It was recognized already in [4, 20] that a cumulant expansion implies S(t) ≃ e−(⟨H2⟩−⟨H⟩2)t2 for short
times, which, due to the self-averaging property of the SYK moments

〈
H2p

〉
, implies the observed universal short-time regime.

For larger time the cumulant expansion breaks down and S(t) start oscillating erratically. It is exactly this challenging regime
we shall put more emphasis here. It has been known for quite some time that the value of the plateau is related to a particular
Gaussian approximation [14, 21] (we will come back to this point below).

Yet another way to look at Eq. (1) is as the position of a random walker on the complex plane. This analogy was first utilized
by Rayleigh [22, 23] and the celebrated Rayleigh distribution is precisely the distribution of the distance of the walker from the
origin |χ(t)|, under the above mentioned Gaussian approximation.

In this paper, we further exploit the random walk analogy. The entire path of the walker is seen as a random process of
discrete time, of which |χ(t)| represents the modulus of the last position. We set down rigorously the conditions under which the
Gaussian approximation for |χ(t)| is legitimate. We show that these hypotheses are generally satisfied in the high-temperature
phase, but fail at low temperature and for ρ = |ψ⟩⟨ψ| for a small quench at a critical point. Under similar hypotheses, the
entire path becomes a 2D Wiener process in a precise scaling limit. The properties of the random walk, seen as a fractal, reflect
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Figure 1. Fractals and their frontiers, in black, corresponding to physical models: non-integrable (left) vs integrable (right). Color from blue
to pink corresponds to increasing time-steps of the random walks. The frontier is essentially the boundary of the fractal without the inner
islands, see text for details. The non-integrable Hamiltonian is the XXZ model with next nearest neighbor interactions (see Eq. (21)), with
(∆, α) = (0.4, 0.5). The integrable Hamiltonian is the XY model with parameters (h, γ) = (0.2, 0.3); see Appendix H 6.

the integrability or lack thereof of the Hamiltonian H . In particular, our numerics for non-integrable models, show that the
dimension of the frontier of the random walk is close to 4/3, which is the value expected for the Wiener process, while it is close
to 1 for quasi-free systems.

While, in the generic non-integrable case, |χ(t)| is a sum of independent variables, for quasi-free models, |χ(t)| is rather a
product of independent variables and its distribution is log-normal. Finally, we also give the exact expression for the moments
of the SFF beyond the Gaussian approximation as a closed-form recursion and in full generality accounting for possible degen-
eracies in the spectrum. These exact results extend, in the plateau region, the beyond-Gaussian approximation obtained in the
ramp-plateau regime of [16] (see also [24–30]), and can serve as a check for further approximations on the time dependence of
the SFF.

II. THE FRACTAL GEOMETRY OF SPECTRAL STATISTICS

For each “system size” L, we assume the Hamiltonian H lives in a Hilbert space of dimension D e.g. for qubits D =
2L. We allow the Hamiltonian to have degenerate eigenvalues. Indeed, general physical models, even non-integrable, chaotic
ones, possess several symmetries and degeneracies. Using the spectral resolution of the Hamiltonian, H =

∑NB

j=1EjΠj (Ej

eigenenergies, Πj eigenprojectors, NB the number of blocks) we have, with dj = tr (ρΠj) > 0,

χ(t) =

NB∑
j=1

dje
−itEj . (2)

We now show how to associate to any pair (H, ρ) a random walk on the plane. In this way, we encode information about
the pair (H, ρ) into a single function, more precisely into a stochastic process. This analogy has already been used in [21] but
we are going to follow its consequences further. For each system size L we diagonalize the Hamiltonian H and obtain the sets(
{Ej}↑, {dj}

)
of ascending eigenvalues E1 < E2 < · · · < ENB

. Time t is a random variable acted upon by the following
expectation value,

f(t) := lim
T→∞

1

T

∫ T

0

dtf(t) , (3)

in other words, in the spirit of ergodic theory and statistical mechanics, time is subject to infinite time average. We thus obtain
an ensemble of walks on the plane, indexed by a random variable t, i.e. a random walk. At step n the walker is at position
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Zn(t) =
∑n

j=1 dje
−itEj on the complex plane (Z0(t) = 0), n = 1, 2, . . . , NB . At step n + 1 the walker rotates clockwise

by an angle tEn+1 and takes a step of length dn+1. For each L we only have a walker with a finite (albeit exponentially large)
number of steps, and we are naturally interested in what happens in the thermodynamic limit when L → ∞. Note that the path
of the walker is strongly dependent on the ordering of the energies. Our natural ordering is consistent with the analogous choice
in random matrix theory (RMT).

Unlike the more familiar random walks defined on a lattice, this walker can occupy any point on the complex plane ≃ R2.1

A useful quantity to describe a random walk is the probability that the walker is at position z = (z1, z2) after n steps. Since the
points z form a continuum we have the following probability density

PZn(z) = δ (z1 − Re(Zn(t))) δ (z2 − Im(Zn(t))) . (4)

In particular, the even moments of the distance of the walker from the origin

Im := |χ(t)|2m (5)

have been the subject of intense research efforts [29, 31–33]. As we will see, these quantities correspond to the long time plateau
studied in random matrix theory. More precisely, in the context of RMT the following quantity has been studied: Ex

[
|χx(t)|2m

]
,

where we indicate with x the collection of random variables, χx denotes that χ depends on the particular realization x, and Ex [•]
is the ensemble average. The connection between Im of Eq. (5) and Ex

[
|χx(t)|2m

]
studied in RMT is given by the following

result (see Appendix A for a proof and Sec. 4.5 of [34] for a similar result):

Theorem 1. Let H(x) be a Hamiltonian dependent on the random variables x. If the induced distribution µE(dE) of the
eigenvalues of H(x) is absolutely continuous, and tr (Πj(x)) and dj(x) do not depend on x, the ensemble average and time
average commute and one has:

lim
t→∞

Ex

[
|χx(t)|2m

]
= Ex

[
|χx(t)|2m

]
Ex

[
|χx(t)|2m

]
= |χx(t)|2m. (6)

The last equation means that infinite time moments are independent of the specific realization x. All the hypotheses are very
natural for random models, in particular if degeneracies exist, they should not depend on the random variables. This result
applies, for example, to the SYK model at infinite temperature (ρ = 1I) 2 and means that the value of the moments of the SFF,
the plateaus, can be obtained also taking the infinite time average and even over a single realization.

So far, the random-walk interpretation of the spectral form factor provides a perhaps amusing physical analogy, but there
are other tools that can be used to analyze a random walk. In general, the trajectory formed by a random walk is a fractal: a
geometrical object whose Hausdorff dimension can assume non-integer values. To gain some insight let us consider the familiar
random walk on a two-dimensional square lattice. At each step, the walker chooses one out of the four possible directions
uniformly at random. In the scaling limit, where the number of steps goes to infinity and the lattice spacing goes to zero (in a
precise way), the random walk becomes a Wiener process 3, for which it can be proven that the fractal dimension is two with
probability one [35]. Another interesting geometrical feature of a fractal is its frontier, which is defined as follows. Let K be
a compact, connected set of the plane. The complement of K has one unbounded component and its boundary is the frontier
of K. Intuitively the frontier of a set is the boundary without the inner islands. Mandelbrot conjectured in 1982 that the fractal
dimension of the frontier of the Wiener process is 4/3 [36]. This was rigorously proved in 2001 using methods of stochastic
Loewner evolution [37]. Our aim here is to study the pair (H, ρ) using methods of fractal geometry, in particular studying the
dimension of the frontier of its corresponding random walk. As we will show, for independent spectra {Ej} and generic weights
dj to be defined momentarily, the scaling limit of its associated random walk becomes a Wiener process in the thermodynamic
limit. We begin by computing the probability distribution of the position Eq. (4), or rather its renormalized form Yn = Zn/∆Zn

where (∆Zn)
2
= |Zn(t)|2, which can be readily shown to be equal to (∆Zn)

2
=
∑n

j=1 d
2
j .

We say that the spectrum of H is independent if the energies {Ej} are linearly independent over the rationals. Proving that
a certain set of numbers is independent can be a mathematically daunting task. As an extreme example, it is not yet known
whether the single-qubit spectrum, {1, γC}, where γC is the Euler-Mascheroni constant, is independent or not. However, in
general, adding a tiny amount of randomness makes the spectrum independent with probability one [38]. For example, the

1 We move from C to R2 whichever is more convenient.
2 In principle we don’t know if the eigenvalues distribution is absolutely continuous. Several numerical calculations and the computations in [33] suggest that

this is the case.
3 Random walk, Brownian motion and Wiener process are sometimes all considered synonym. In 1827 Brownian motion was observed by botanist R. Brown

in minute particles suspended in liquids. Wiener constructed the “Wiener process” in 1923 as a mathematical model of Brownian motion.
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classical ensembles of random matrices, such as GUE, GOE and so on, have independent spectrum almost surely. If the energies
are independent, as t increases, the phases tEj in Eq. (2) fill the torus Tn densely and uniformly, so Zn becomes a sum of n
complex i.i.d. random variables whose phases are distributed uniformly in [0, 2π). It is natural to expect that for large n the
distribution of Zn will be Gaussian. This is indeed the case, provided a certain technical condition holds. This condition roughly
ensures that a sufficient number of weights dj are of the same order of magnitude so that the central limit theorem (CLT) can be
established.

We say that the weights {dj} are generic if they satisfy the following Lyapunov condition, i.e. there exist a q > 1 such that

lim
n→∞

Rn
q = 0 , with Rn

q :=

∑n
j=1 d

2q
j(∑n

j=1 d
2
j

)q . (7)

Note that, for example, for ρ = 1I and if the Hamiltonian spectrum is non-degenerate dj = 1 ∀j, one gets Rn
q = n−(q−1) and

Eq. (7) holds trivially for all q > 1. For generic spectra, the weights dj control the variance of each independent variable. Each
variance however depends (possibly) also on n through L. This introduces a sort of “correlation” among the random variables
and we cannot simply use the Lyapunov CLT. However for our specific case one can still prove Gaussianity. Indeed, one can
show that Eq. (7) implies Rn

p → 0 for all p > 1, which in turn implies that all the cumulants of Yn beyond the second tend to
zero implying Gaussianity. The details are shown in Appendix B.

Theorem 2. For independent spectrum {Ej} if the weights {dj} are generic the multivariate probability distribution of the
rescaled variable Yn tends to a standard 2D Gaussian in the thermodynamic limit, i.e.

lim
L→∞

PYn
(y) =

1

π
e−∥y∥2

. (8)

The converse also holds: if the weights are not generic the limiting distribution is not Gaussian.

Theorem 2 has several consequences: i) The moments of the squared renormalized distance |Yn|2q approach q! in the
thermodynamic limit, and, which is the same: ii) The distribution of the square distance tends to P|Yn|2(r) = ϑ(r)e−r,

i.e. |Yn|2 L→∞−→ Exp(1). iii) The distance itself follows a Rayleigh distribution P|Yn|(ρ) → ϑ(ρ)2ρe−ρ2

(with moments
|Yn|q = Γ(1 + q/2)). iv) At finite size the unscaled variable Zn is approximately distributed as

PZn (z) ≃ 1

π∆Z2
n

e−∥z∥2/(∆Z2
n). (9)

v) If all the weights dj = 1, ∆Z2
n =number of steps= n. This is the essential ingredient of the Brownian motion/Wiener

process: the average distance at time n is proportional to
√
n 4.

There are essentially two ways to violate the Lyapunov condition: a) one can have |{dj > ϵ}| = M where ϵ is a (tiny)
threshold and M a “small” number. This implies that Yn, in practice, is a sum of only M independent variables and the CLT
is violated; b) One can have the variances of each random variable conspire such that the cumulants of Yn tend to a non-zero
value. Condition a) happens, for example, when ρ = e−βH/Z at very low temperature when only the lowest energy states
are populated. We show evidence of this effect in the SYK model in Appendix H 5. At high temperature the distribution of
|Yn|2 is Exp(1) in accordance with Theorem 2 while at very low temperature the distribution becomes double peaked signaling
a violation of the Lyapunov condition. Condition b) happens, for example, for dj = (j/n)

−αfor α > 1/2. In this case the ratios
converge to universal constants Rn

q → ζ(2qα)/ζ(2α)q where ζ(z) is the Riemann zeta function (see [6] for more details). This
situation is (highly) unlikely when dj is simply the degeneracy of level Ej (ρ = 1I), but becomes possible at finite temperature
ρ = e−βH . In case ρ = |ψ⟩⟨ψ|, such violation of the CLT is obtained by a small quench performed at a quantum critical
point of H as was detailed in [6, 39, 40]. Very briefly, the small quench condition is the following. Let H(λ) = H0 + λV
be a Hamiltonian describing a system of finite linear size L with a quantum critical point at λc. The ground state of H(λc) is
precisely |ψ⟩ and the Hamiltonian under consideration is H(λ) with δλ = |λ− λc| ≪ L−1/ν where ν is the correlation length
critical exponent. More details can be found in [6, 39, 40].

Note also that when dj is the degeneracy of level j, both cases above are extremely unlikely in RMT. For example, dj = 1 for
the classical random matrix ensembles (GUE,GOE, etc.) with probability one, while for the SYK model dj = 1, (2) depending
on whether N mod 8 = 0 (or not) (see Appendix H 1).

4 Indeed changing variables to s = nτ , x(s) = aZn, (s has units of time and x of space) in the scaling limit a, τ → 0 with a2/τ = 2D constant, PZn (z)

becomes P (x, s) = (4πDs)−1 exp(−∥x∥2 /(4Ds)), the familiar Green’s function of diffusion (or heat) equation.
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Motivated by the remark v) above, we now investigate if and under what conditions, the above random walk becomes a Wiener
process in the scaling limit. More precisely, we define the scaling limit by considering the following random process:

WN
s =

1

∆ZN

⌊Ns⌋∑
j=1

dje
−itEj , (10)

where s is the time variable of the random process. Note that if we fix N = αNB then s is constrained to [0, 1/α] but other
choices are possible that result in s being defined on a larger set. To check whether WN

s defines a two dimensional Wiener
process Ws in the limit N → ∞, one should check (see e.g. [35]): a) That the paths have independent increments, that is,
Ws2 −Ws1 and Ws4 −Ws3 are independent if s1 ≤ s2 ≤ s3 ≤ s4; and b) That the distribution of Ws+h −Ws is stationary
(does not depend on s), isotropic (does not depend on direction) and is Gaussian with zero mean such that

Prob (W : |Ws+h −Ws| ≤ ρ) =
1

h

∫ ρ

0

dr r exp
(
−r2/(2h)

)
. (11)

We have the following result.

Theorem 3. If the spectrum {Ej} is independent and the weights {dj} are generic and additionally satisfy the following

lim
N→∞

RN
1 (h, s) = h, with RN

1 (h, s) :=

∑⌊N(s+h)⌋
k=⌊Ns⌋+1 d

2
k∑N

k=1 d
2
k

, (12)

then WN
s converges to a Wiener process as N → ∞.

Indeed, condition a) above is satisfied if the spectrum is generic while condition b) is satisfied provided weights are generic
and satisfy Eq. (12) (see Appendix C).

III. EXACT MOMENTS OF THE SPECTRAL FORM FACTOR

After having assessed the Gaussian regime, we now give the exact expression of SFF’s moments, which include deviation from
Gaussianity. To compute the even moment IM a weaker hypothesis on the spectrum {Ej} than independence is sufficient. We
say that the the numbers {Ek}Dk=1, assumed to be all different, satisfy the non-degeneracy condition at order M ∈ N (M -ND)
if, for any pair of sequences αi, βi ∈ {1, 2, . . . , D}, i = 1, 2, . . . ,M , the equation

M∑
j=1

Eαj =

M∑
j=1

Eβj (13)

implies that {α1, α2, . . . , αM} is a permutation of {β1, β2, . . . , βM}, i.e. there exist a permutation π ∈ SM such that αi = βπ(i)
for i = 1, . . . ,M . In Appendix D we show that the condition M -ND for all M ∈ N is equivalent to that of independent
spectrum.

As a remark, as we will see in detail below, for non-degenerate spectra notice that one can approximate Im ≃ Dmm!.
However, often in literature this is seemingly considered an exact result instead of an approximation [28, 29]. This is manifestly
wrong already form = 2 even in the case where dj = 1, as an explicit calculation assuming 2-ND gives I2 = 2D2−D. However,
if the weights are generic, Theorem 2 shows that, indeed, at leading order in D, Im ≃ Dmm!. Again, this approximation fails
for nongeneric weights, for example, in the case dj = (j/n)

−α for α > 1/2 or dj = tr
(
e−βHΠj

)
at very low temperature 1/β.

A correct formula for the case dj = 1 (and independent spectrum) was found in the mathematical literature [31]. Here we
give an exact formula valid for general dj (see Appendix E):

Theorem 4. Assuming the energies satisfy non-degeneracy at order p, then, for k = 1, . . . , p

Ik = |χ(t)|2k = (k!)
2

∑
∑NB

i=1 ki=k

NB∏
i=1

(
dki
i

ki!

)2

. (14)

Moreover, defining the coefficients an via the series ln(I0(2
√
z)) =

∑∞
n=1 anz

n/n! and Xn :=
∑NB

j=1(dj)
2n one has the

following recursion

Ip =

p−1∑
q=1

(
p− 1
q − 1

)
p!

(p− q)!
aqXqIp−q + p!apXp. (15)
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This theorem offers an exact, iterative, closed-form expression for arbitrary SFF moments beyond the Gaussian approximation.
For example, assuming 3-ND, using Eq. (15), one easily obtains

I1 = X1, I2 = 2(X1)
2 −X2 (16)

I3 = 6 (X1)
3 − 9X1X2 + 4X3 . (17)

One recognizes a term m!(X1)
m appearing in Im corresponding to the Gaussian approximation. For generic weights, this is the

leading term in the sense that limL→∞ Im/ (X1)
m

= m! (and so Im = m! (X1)
m
+ o ((X1)

m
)), but this is no longer true for

non-generic weights. In Appendix H 5 we show that formula Eq. (15) always gives the correct moments for the SYK model,
while the Gaussian approximation fails at low temperature.

Lastly, we would like to mention that the sequence in Eq. (14) arises in the study of families of Calabi-Yau varieties and the
periods of these varieties can be obtained computing recursions for the Im’s, see [41, 42].

IV. INTEGRABLE QUADRATIC MODELS

What happens when the Hamiltonian is integrable? For integrable quadratic Hamiltonians, that is whenH is quadratic in either
Bosonic or Fermionic creation/annihilation operators, the hypothesis of independent spectrum cannot hold. In fact, the energies
of these models have the formEn =

∑L
k=1 nkϵk with nk = 0, 1 (nk = 0, 1, 2, . . .) for Fermions (Bosons) so there can be at most

L independent energies (e.g. the one-particle energies). For concreteness, we will stick to the fermionic case in the following.
The value of χ(t) is completely specified by the vector φ(t) := (E1t, E2t, . . . , ENB

t) mod 2π (χ(t) =
∑NB

j=1 dje
−iφj(t)). For

models with free fermionic spectra, the closure of the trajectory φ(t) as t increases is a torus TM where M ≤ L is the number
of independent energies. A relation among the energies is an equation of the form

∑
j ajEj = 0 with integer aj . So, quadratic

models have at least D − L relations among the energies. Such a large number of relations implies that the steps of the walker
are not even approximately independent. In this case we could not compute the probability distribution of the walker Eq. (4) but
with mild assumptions we obtained the distribution of |χ(t)|2 (note that χ(t) = ZNB

(t)). We have the following result:

Theorem 5. Let H be defined on a 2L dimensional Hilbert space, have spectrum En =
∑L

k=1 nkΛk + E0 with nk = 0, 1. We
allow the one-particle spectrum {Λk}Lk=1 to have degeneracies, let {ϵj}LB

j=1 be the different energies with degeneracy gj . For

simplicity we consider the infinite temperature case, β = 0, i.e. χ(t) = tr
(
e−itH

)
. If the set {ϵj}LB

j=1 is independent and the
degeneracies are generic, i.e. there exist a q > 2 such that

lim
L→∞

SLB
q = 0, with SLB

q :=

∑LB

j=1 g
q
j(∑LB

j=1 g
2
j

)q/2 , (18)

then for L→ ∞ the random variable Y := ln |χ(t)|2 /
√∑LB

j=1 g
2
j converges in distribution to a Gaussian, more precisely

log
(
|χ(t)|2

)
√∑LB

j=1 g
2
j

→ N

(
0,
π2

3

)
. (19)

Alternatively |χ(t)|2/
√∑LB

j=1 g2
j → LogNormal

(
0, π2/3

)
. Note that π2/3 is the variance of Unif [0, 2π].

Remark. For β ̸= 0 the result continues to hold provided Eq. (18) is satisfied. Namely Y still converges in distribution to
N(0, σ) but we could not evaluate the variance σ (which now depends on β). However, as for the non-integrable case, we can
anticipate that for sufficiently low temperature (large β) Eq. (18) will break down. The proof is yet another form of central limit
theorem but in this case Y is a product of independent random variables, see Appendix F.

For completeness, we also give the expression for the moments in this case.

Theorem 6. With the same setting and hypotheses as in theorem 5, one has

|χ(t)|2M =

LB∏
j=1

(
2gjM
gjM

)
. (20)
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Quadratic Bethe-
Ansatz

Non-
Integrable

Level spacing
distribution

Poisson Poisson Wigner-Dyson

Normalized |χ(t)|2
distribution

LogNormal Exp(1) Exp(1)

Dimension
of frontier

1.01± 0.12 1.24± 0.08 1.32± 0.08

Table I. Expectation of different metrics of chaos for increasingly more chaotic models (from left to right).

Consider for simplicity the non-degenerate case (gj = 1, LB = L). From Eq. (20) we obtain |χ(t)|2 = 2L = D which is
the same result as for generic, non-integrable walkers. One may then be led to conjecture that quasi-free fractals are of the same
size as non-integrable ones. However, analytically continuing Eq. (20) to M = 1/2 we obtain that the average distance of the
quasi-free walker is |χ(t)| = (4/π)L = D0.348. This number is exponentially smaller in L than in the non-integrable case. In
fact, from point iii) after Theorem 2 we get |χ(t)| ≃ D1/2Γ(3/2) =

√
2
L√

π/2. In other words, quasi-free fractals stay closer
to the origin than non-integrable ones. This feature is also apparent in Fig. 1.

V. NUMERICS

We now come to the comparison of the previous theorems to realistic physical models for the case ρ = e−βH . It is natural
to expect that non-integrable systems have independent spectrum and that the weights are generic at infinite or sufficiently high
temperature 1/β. Instead, when the temperature is very low, the ground state d1 = e−βE1 tr (Π1) dominates and one can
violate the CLT. On the other hand, quasi-free fermionic systems have only LB ≤ L = O (lnD) independent energies (the
one-particle energies). So, for high temperature, looking at the distribution |χ(t)|2 we expect Exp(1) in the non-integrable case
and LogNormal for quasi-free fermionic spectra. What about Bethe-Ansatz (BA) solvable models? One can make an argument
for both cases. Indeed, say we consider the XXZ chain for concreteness. BA integrability implies that the spectrum (in each
conserved sector) depends on O (lnD) quantities, the rapidities. However it is not clear if these quantities are combined to
form the many body-spectrum in a way that does not introduces relations among the energies. We perform our numerics on the
following XXZ chain next-to-nearest-neighbor coupling α

H =

N∑
j=1

(
σx
j σ

x
j+1 + σy

j σ
y
j+1 +∆σz

jσ
z
j+1

)
+ α

N∑
j=1

(
σx
j σ

x
j+2 + σy

j σ
y
j+2 +∆σz

jσ
z
j+2

)
. (21)

The model admits quasi free (for α = ∆ = 0), Bethe-Ansatz (α = 0), and non-integrable (α ̸= 0) phases. The model has
several conserved quantities, and the pattern of degeneracies dj = tr(Πj) is highly non-trivial, leading to dj as high as 8 for
a sensible fraction of j for L = 10. Our results confirm that, at infinite temperature, the distribution of the normalized |χ(t)|2
is Exp(1) in the non-integrable phase and LogNormal in the quasi-free one. We also observe an Exp(1) distribution for the
BA case. Regarding the dimension of the fractal frontier we obtain dF = 1.32 ± 0.08 in the non-integrable XXZ model and
dF = 1.01 ± 0.12 for the XX free spin chain. For the BA solvable XXZ model our simulations give dF = 1.24 ± 0.08. At
this point we cannot claim for certain if the discrepancy from 4/3 is due to the complexity of estimating the fractal frontier
or genuinely dF ̸= 4/3 in the BA case. The latter scenario would mean that the number of relations among the energies for
BA integrable models is not sufficient to violate the CLT for the random variable |χ(t)|2 but can be detected by looking at the
frontier of the corresponding random walk. The results are summarized in Table I (see e.g. [43] for the first row).

VI. DISCUSSION AND CONCLUSIONS

When we are interested in understanding a quantum model, it is customary to consider functions of the model HamiltonianH ,
which, depending on context, carry particular information on the problem at hand. One of the most versatile of such functions
is tr e−zH . When z is real, tr e−zH is the partition function and has information on the thermodynamics of the system. For
complex z = β + it, its modulus square is known as the spectral form factor (SFF), and is important in a variety of fields
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ranging from quantum chaos to black-hole dynamics. In this context, usually an average is performed further on the SFF over
an ensemble of Hamiltonians. Typical examples are the (random) SYK model or the classical matrix ensembles such as GUE
or GOE. Alternatively, in the spirit of statistical mechanics, where one observes the system for a sufficiently long time, one can
average uniformly over time. It turns out that the two averages are related and using the latter, as already noted in [21], the SFF
can be understood as a random walk.

In this paper, we push this analogy further. We generalize the SFF to χ(t) = tr ρe−itH for any positive operator ρ, and
we show how to associate any pair (ρ,H) with a random walk on the plane. For a Hamiltonian with spectral resolution H =∑NB

j=1EjΠj (Ej eigenenergies, Πj spectral projectors,NB number of blocks), at step n the walker rotates clockwise by an angle
tEn and steps forward by an amount dj = tr(ρΠn). When t is a random variable uniformly distributed on the half-line, this is
a random walk, i.e. a fractal, and we study the pair (ρ,H) through properties of this fractal geometry, in particular, we compute
the Hausdorff dimension of its frontier. From this point of view, the moments of the SFF which correspond to the plateaus of
[17] and have been studied extensively, correspond to moments of the distance of the walker from the origin at step NB .

We show that, under two assumptions, the random walk becomes a Wiener process in the thermodynamic limit, for which
the dimension of its frontier has been famously proved to be dF = 4/3 using Schramm-Loewner evolutions methods [37]. The
assumptions are i) that the energy levels are linearly independent over the set of rationals, and ii) a technical, Lyapunov-like
condition. For ρ = 1I and non-degenerate spectra, the Lyapunov condition is automatically satisfied. Via numerical simulations,
we show that, for ρ = e−βH and non-integrable H , the Lyapunov condition is satisfied at sufficiently high temperature 1/β
(but notably fails at low temperature and in other documented cases). In these cases, we observe numerically that the dimension
of the fractal frontier is approximately dF ≃ 4/3, thus confirming the hypothesis of independence of the energy spectrum.
The analogous result for the SFF is that the distribution of |χ(t)|2 properly normalized becomes Exp(1). This corresponds to

|χ(t)|2m ≃ m!
(
|χ(t)|2

)m
a result widely known in the literature and sometimes called Gaussian approximation. Even if the

hypothesis of independence of the energy levels can be proven, like in random matrix or SYK models, the Gaussian approxima-
tion hinges on the Lyapunov condition. This condition is violated at low temperature where only the lowest energy levels gets
effectively populated5. On the other hand, we compute exactly the moments of the SFF without the Gaussian approximation
solving the classical problem of a random walker taking steps of unequal lengths. The results agree with numerical experiments
on the SYK model.

For free, integrable models, the condition of independent spectrum fails spectacularly as the number of independent energies
is at most N where N is the number of free modes, in spite of a Hilbert space dimension D exponential in N . This means
that there are at least D − N relations among the energies of the form

∑D
j=1 ajEj = 0 with aj ∈ Z. In this case, even when

the Lyapunov condition is satisfied, the random walk is no longer a sum of independent variables. The exponentially many
relations among the energies imply a correlation among a large fraction of the random variables that are no longer independent.
As a result, the central limit theorem breaks down, and the random walk is not a Wiener process in the thermodynamic limit.
Summarizing, when the Lyapunov conditions are satisfied, a value for the dimension of the fractal frontier close to 4/3 signals
that the random variables that form the random walk are sufficiently independent, while a value away from 4/3 signals the
breakdown of the central limit theorem and dependent variables. This result provides a novel method to inquire the difficult
problem of independence of random variables. For instance, a long standing problem is that of the Bethe-Ansatz (BA) solvable
case. The study of the BA fractal shows that is likely to be smaller than 4/3 and therefore consistent with a breakdown of the
CLT and a novel, universal value, but this analysis requires further investigation.

There are several directions that opens up for future studies. On the one hand, one can consider other kind of quantum
mechanical objects, such as entanglement Hamiltonians (obtained as minus the logarithm of a partial trace of a quantum state),
quantum states themselves, or more general evolutions which include decoherence and dissipation. The study of the interplay
between the SFF and the operator entaglement spectrum [44] is indeed particularly promising. Additionally, other properties of
fractals can be used or even fractals embedded in a larger dimensional space. One intriguing possibility is to study a particular
class of quantum many-body Hamiltonians whose eigenstates can be characterized as doped stabilizer states [45]. The doping
refers to a very gentle way of perturbing otherwise integrable Hamiltonians. These Hamiltonians, although non-integrable,
feature classical algorithms efficient in computing their time evolution, thermal states, and low-energy eigenstates. The study of
their SFF and the associated fractal can thus shed some light in the direction of understanding how integrable features may be
not immediately lost and give insight towards a quantum KAM theorem, sewing together the chaotic features of the spectrum
and those of the eigenvectors of a Hamiltonian [46].

5 To be precise, this feature is stable as the size approaches the thermodynamic limit for models with a gap above the ground state. For models with gapless
excitations this feature appears in a crossover region for finite size
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Appendix A: Proof of Theorem 1

We consider a random Hamiltonian H(x) =
∑NB

j=1Ej(x)Πj(x) where x is the collection of (static) random variables. By

assumption dj do not depend on x. Starting from χx(t) =
∑NB

j=1 dje
−itEj(x) , for any realization x, we get

|χx(t)|2 =

NB∑
i,j=1

Fi,je
−it(Ei(x)−Ej(x)) (A1)

having defined, for convenience, Fi,j = didj . Hence

Im := |χx(t)|2m =
∑

i1···im

∑
j1···jm

Fi1,j1 · · ·Fim,jm×

× exp

(
−it

m∑
l=1

(Eil(x)− Ejl(x))

)
(A2)

which we write compactly as

|χx(t)|2m =
∑
s,r

f(s, r)e−it(Es(x)−Er(x)) (A3)

having defined the multi indices s = (s1, . . . , sm) corresponding to Es(x) = Es1(x) + Es2(x) + · · ·Esm(x) and similarly for
r and Er(x) together with the coefficients f(s, r). Note that, if the degeneracies trΠj(x) do not depend on x, the sequences
{sj} depend only on NB and not on x. It is useful to go to the occupation number representation. For any sequence {si}mi=1 we
define the (bosonic) occupation numbers:

nsk :=

m∑
i=1

δEk(x),Esi
(x), (A4)

so nsk counts how many terms in {Esi(x)}Mi=1 have energy Ek(x). We also define ns =
(
ns1, . . . , n

s
NB

)
and write

Es(x) =

NB∑
k=1

nskEk(x) = ns ·E(x). (A5)

Taking the infinite time average we get e−it(Es(x)−Er(x)) = δ(E(x)·(ns−nr)) where δX is a Kronecker delta. If the distribution
of the eigenvalues E is absolutely continuous the set {E(x)}NB

k=1 is rationally independent almost everywhere. So, for almost
any x, δ(E(x)·(ns−nr)) = δ(ns−nr). So we obtain

|χx(t)|2m =
∑
s,r

f(s, r)δ(ns−nr). (A6)
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Incidentally the above equation does not depend on x anymore and so we obtain also |χx(t)|2m = Ex

[
|χx(t)|2m

]
. We now take

the average over x of Eq. (A3):

Ex

[
|χx(t)|2m

]
=
∑
s,r

f(s, r)Ex

[
e−it(E(x)·(ns−nr))

]
=
∑
s,r

f(s, r)δ(ns−nr)

+
∑
s,r

f(s, r)Ex

[
e−it(E(x)·(ns−nr))

]
δ(ns ̸=nr). (A7)

Let us callO(t) the last term above. If the distribution of E is absolutely continuous: µ (dE) = PE(E)dE, Ex

[
e−it(E(x)·(ns−nr))

]
=

P̂E (t(ns − nr)) is the Fourier transform of a function in L1. By Riemann-Lebesgue lemma limt→∞ P̂E (t(ns − nr)) = 0

whenever ns ̸= nr. So we get limt→∞O(t) = 0 which implies that O(t) = 0 which proves the claim.

Appendix B: Proof of Theorem 2

The setting is very similar as for the Lyapunov central limit theorem, which concerns the sum of independent variables with
different distributions. However, the variance of each variables, d2j , may depend also n, which prevents direct application of
Lyapunov theorem. The dependence on n introduces a sort of correlation between the different variables. As we shall see, it
turns out that in our case the Lyapunov condition is still both necessary and sufficient for the Gaussiantity of the normalized sum
as n→ ∞. Let us compute the characteristic function of the random variable Yn = Zn/∆Zn (k = (k1, k2)):

eikYn = exp

i n∑
j=1

dj
∆Z n

(k1 cos(tEj) + k2 sin(tEj))

. (B1)

Under assumption of independence of the energies Ej the time average becomes the uniform average over the torus Tn and we
obtain

eikYn =

n∏
j=1

∫
dϑj
2π

exp

(
i
dj
∆Z n

(k1 cos(ϑj) + k2 sin(ϑj))

)

=

n∏
j=1

J0

(
dj
∆Z n

∥k∥
)

where J0 is the Bessel function of the first kind, analytic in a neighborhood of zero. Let us define ln J0(x) =
∑∞

p=1 bpx
2p (for

x small enough J0(x) > 0). Note that b1 = −1/4. Then

eikYn = exp

 n∑
j=1

∞∑
p=1

bp

(
dj
∆Z n

)2p

∥k∥2p
 . (B2)

Defining Rn
p =

∑n
j=1 (dj/∆Zn)

2p the above is written as

eikYn = exp

( ∞∑
p=1

bpR
n
p ∥k∥2p

)
. (B3)

The Lyapunov condition states that there is a q > 1such that Rn
q → 0 as n → ∞. We will show that the Lyapunov condition

implies that Rn
p → 0 for all p > 1. First note that limn→∞Rn

q = 0 iff

lim
n→∞

∥dn∥2q
∥dn∥2

= 0 (B4)

where ∥x∥p =
(∑n

j=1 |xj |
p
)1/p

and dn = (d1, d2, . . . , dn). Now for p ≥ 2q ∥x∥p ≤ ∥x∥2q so Eq. (B4) implies Rn
p → 0

for all p > 2q. Consider now p ∈ (2, 2q) and define xn = dn/ ∥dn∥2 so that ∥xn∥2 = 1. For all r ∈ (0, 1) define
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xr := (|x(1)|r , . . . , |x(n)|r). Then

∥xr∥2/r = (∥x∥2)
r

∥∥x1−r
∥∥
2q/(1−r)

=
(
∥x∥2q

)1−r

.

By Hölder inequality, for all p ∈ (2, 2q),

∥x∥p ≤ ∥xr∥2/r
∥∥x1−r

∥∥
2q/(1−r)

(B5)

as long as

1

p
=
r

2
+

1− r

2q
(B6)

which implies r = (2q−p)/(p(q−1)). This is indeed in (0, 1) for p ∈ (2, 2q). Applying Eq. (B5) to our sequence of sequences
xn we get

∥xn∥p ≤
(
∥xn∥2q

)1−r

(B7)

which implies ∥xn∥p → 0 also for p ∈ (2, 2q). Hence we obtain that Rn
p → 0 for all p > 1 as claimed, i.e. limn→∞Rn

p = δp,1.

To pass the limit inside the series in Eq. (B3) note that Rn
q ≤ 1 for all q so

∣∣∣bpRn
p ∥k∥2p

∣∣∣ ≤ |bp| ∥k∥2p =: Mp and
∑

pMp =

|ln J0(∥k∥)| <∞ and by Tannery’s theorem we can exchange the limit with the series and obtain

lim
n→∞

eikYn = e−∥k∥2/4. (B8)

Fourier transforming we get for the probability distribution of Y = limn→∞ Yn

PY (y) =

∫
R2

dk

(2π)2
eik·xe−∥k∥2/4 (B9)

=
1

π
e−∥y∥2

. (B10)

The converse statement also trivially holds, i.e. if Eq. (B4) is not satisfied for any q > 1 the cumulants of Y are all non-zero
and its distribution is not Gaussian.

Given the joint distribution PY (y) it is straightforward to obtain the distribution of the distance square from the origin
P|Y |2(r):

P|Y |2(r) =

∫
R2

dyδ(r − ∥y∥2)PY (y)

= 2π

∫ ∞

0

ρdρδ(r − ρ2)
1

π
e−∥y∥2

= ϑ(r)e−r.

Analogously one obtains P|Y |(u) = ϑ(u)2ue−u2

. Going back to the unnormalized variables one obtains approximately
P|Zn|2(v) ≃ ϑ(ν) exp

(
−ν/∆Z2

n

)
/∆Z2

n.
Note that the distribution of |Zn|2 can be written exactly under the assumption of independent spectrum [6]. Following [6]

(see Eq. (F2))

Prob
(
|Zn|2 < r2

)
=

∫ ∞

0

dρ rJ1(rρ)

n∏
j=1

J0 (djρ) . (B11)

Substituting r2 = s and differentiating with respect to s we obtain

P|Zn|2(r) =
1

2

∫ ∞

0

dρ ρJ0(
√
sρ)

n∏
j=1

J0 (djρ) , (B12)

which is Eq. (F3) of [6] after simplification.
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Appendix C: Convergence to the Wiener process

Here we show that under certain conditions the random walk defined by Eq. (10) converges to a Wiener process. The steps are
similar to those of Section B. As mentioned in the main text, if the energies are independent, the path has independent increment.
Let us compute the probability distribution of the following random variable

∆N (s, h) :=WN
s+h −WN

s =
1

∆ZN

⌊N(s+h)⌋∑
j=⌊Ns⌋+1

dje
−itEj , (C1)

where t is a random variable subject to infinite-time average. Under assumption of independence of the energies its character-
istic function is

eik∆N (s,h) =

⌊N(s+h)⌋∏
j=⌊Ns⌋+1

J0

(
dj

∆ZN
∥k∥

)
. (C2)

Let us, as in Section B, write ln J0(x) =
∑∞

q=1 bqx
2q . Then

eik∆N (s,h) = exp

 ∞∑
q=1

⌊N(s+h)⌋∑
j=⌊Ns⌋+1

∥k∥2q bq
(

dj
∆ZN

)2q
 . (C3)

Define

RN
q (h, s) :=

∑⌊N(s+h)⌋
k=⌊Ns⌋+1 d

2q
k(∑N

k=1 d
2
k

)q . (C4)

We now observe that RN
q (h, s) ≤ RN

q for all allowed s, h and all q > 1. Hence, the assumption that the weights are generic
implies that

lim
N→∞

RN
q (h, s) = 0, for q > 1. (C5)

Using Eq. (12) and repeating the steps in Section B to pass the limit inside the exponential we obtain (remind that b1 = −1/4)

lim
N→∞

eik∆N (s,h) = e−h∥k∥2/4. (C6)

Fourier transforming, we obtain the distribution of the random variable ∆N (s, t) in the limit N → ∞:

WN
s+h −WN

s
d−→ 1

hπ
e−∥x∥2/h. (C7)

Then we obtain

Prob (W : |Ws+h −Ws| ≤ ρ) =
2π

hπ

∫ ρ

0

dr re−r4/h. (C8)

redefining times such that s = 2s′ we obtain Eq. (11) of the main text, hence WN
s′ converges to a Wiener process.

Appendix D: Non-degeneracy and independence

To compute the moments of the SFF in the literature one often finds a non-degeneracy condition. Here we show what is the
relation between non-degeneracy and linear independence over the rationals. First we need the following definition:

Definition 1. We say that the the numbers {Ek}Dk=1, assumed to be all different, satisfy the non-degeneracy condition at order
M ∈ N (M -ND) if, for any pair of sequences αi, βi ∈ {1, 2, . . . , D}, i = 1, 2, . . . ,M , the equation

M∑
j=1

Eαj
=

M∑
j=1

Eβj
(D1)

implies that {α1, α2, . . . , αM} is a permutation of {β1, β2, . . . , βM}, i.e. there exist a permutation π ∈ SM such that αi = βπ(i).



13

Note that M -ND implies N -ND for all 1 ≤ N ≤ M . It is useful to go to the occupation number representation. For any
{αi}Mi=1 we define the (bosonic) occupation numbers:

nαk :=

M∑
i=1

δEk,Eαi
, (D2)

so nαk counts how many terms in {Eαi
}Mi=1 have energy Ek. Note that the occupation number representation is unique modulo

permutations, i.e. nαk = nβk , ∀k ⇔ α = π(β) for some permutation π. Moreover, clearly,

M∑
j=1

Eαj =

D∑
k=1

nαkEk. (D3)

We have the following result:

Lemma. The numbers {En}Dn=1 satisfy non-degeneracy at order M ∀M ∈ N (NND) if and only if the energies {En}Dn=1 are
linearly independent over the rationals.

Proof. First, the ⇐ direction. Consider two sequences αi, βi. Using the mapping Eq. (D2), M -ND Eq. ((D1)) can be written as

D∑
k=1

(
nαk − nβk

)
Ek = 0. (D4)

Now independence implies that nαk = nβk and for what we have said this implies α = π(β) for some permutation π. The
statement holds for all possibleM so this direction is proven. For the ⇒ direction, consider the equation for linear independence:

D∑
k=1

mkEk = 0, (D5)

with mk ∈ Z for k = 1, . . . , D. We can always find sequences α, β such that mk = nαk − nβk . For example, for k = 1, . . . , D,
if mk > 0 we can choose nαk = mk and nβk = 0 and conversely if mk < 0 we can choose nβk = |mk| and nαk = 0. By M -ND
(for some M ) this implies mk = nαk − nβk = 0, i.e. independence.

Appendix E: Moments of the spectral form factor

In this section, we give the exact form of the infinite time moments of the spectral form factor assuming that the energies
{Ej}NB

j=1 satisfy nondegeneracy at order m. We recall from Sec. A

Im := |χ(t)|2m =
∑

i1···im

∑
j1···jm

Fi1,j1 · · ·Fim,jm×

× exp

(
−it

m∑
l=1

(Eil − Ejl)

)
(E1)

which we write compactly as

|χ(t)|2m =
∑
s,r

f(s, r)e−it(Es−Er) (E2)

with multi indices s = (s1, . . . , sm) corresponding to Es = Es1 + Es2 + · · ·Esm and similarly for r and Er together with the
coefficients f(s, r). Taking the infinite-time average we get e−it(Es−Er) = δ (Es −Er). If the energies satisfy m order non-
degeneracy, the only way to fulfill the constraint δ (Es −Er) is that the string r is a permutation of s. There are multiplicities,
however, that have to be accounted for. The result is

|χ(t)|2m =
∑
s,r

f (s, r) δ (Es −Er) (E3)

=
∑
s

∑
π∈Sm

f (s, π (s))
1

c (s)
(E4)
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the multiplicity c (s) is the number of different permutations of s given that some member of Es might be equal. Having defined,
for any string {si}mi=1 and k = 1, . . . , NB , the occupation number nsk =

∑m
i=1 δEk,Esi

which counts how many energies Ek are
in Es, clearly one has

∑NB

i=1 n
s
i = m. Then the multiplicity factor is given by

c (s) =

NB∏
i=1

nsi ! (E5)

Now, starting from

|χ(t)|2m =
∑

s1,...,sm

c (s)
−1
∑
π∈Sm

Fs1,π(s1) · · ·Fsm,π(sm), (E6)

we use Fi,j = didj so f (s, π (s)) =
∏NB

i=1 d
2ns

i
i and is independent of π. Then

|χ(t)|2m =
∑
s

1∏
i ni!

∑
π

NB∏
i=1

d
2ns

i
i (E7)

=
∑
s

m!∏
i ni!

NB∏
i=1

d
2ns

i
i (E8)

=
∑

∑
i ki=k

[
m!∏
i ni!

]2 NB∏
i=1

d2ni
i (E9)

where the last line comes from the multinomial formula that allows to go from index labels s = (s1, . . . , sk) to occupation
number labels ni, i = 1, . . . , NB . Finally the m-th moment of the spectral form factor is given by

|χ(t)|2m = (m!)
2

∑
∑

i ni=m

NB∏
i=1

(
dni
i

ni!

)2

(E10)

=
∑

∑
i ni=m

(
m

n1, · · · , nNB

)2 NB∏
i=1

d2ni
i , (E11)

where in the last line we introduced the multinomial coefficient. In case dj = 1 for all j the above reduces to the expression
found in [31]. Equation (E10), although exact, is difficult to manage. For example, it is not clear how to estimate the order
of magnitude or the leading contribution to the moments. In order to obtain a more manageable expression let us define the
following generating function

B (z) :=

∞∑
k=0

Ik

(k!)
2 z

k (E12)

= I0
(
2 |χ(t)|√z

)
, (E13)

where I0 is the modified Bessel function of the first kind. The above sum can be obtain in closed form, indeed,

B (z) =

∞∑
k=0

∑
∑

i ki=k

NB∏
i=1

(
d2i z
)ki

(ki!)
2 (E14)

=

NB∏
i=1

∞∑
n=0

(
d2i z
)n

(n!)
2 . (E15)

The last sum is again I0, more precisely

B (z) =

NB∏
i=1

I0
(
2di

√
z
)
, (E16)
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In principle one can obtain the moments via

Im = m!
dmB

dzm

∣∣∣∣
z=0

, (E17)

but we are proposing a better expression momentarily.
For convenience we define I (x) = I0 (2

√
x), and the coefficients an via the following series (I(x) ≥ 1 for x ≥ 0 so the

logarithm is well defined and analytic in a neighborhood of zero)

ln I (x) =

∞∑
n=0

an
xn

n!
. (E18)

then

ln (B (z)) =

NB∑
i=1

ln I
(
d2i z
)

=

NB∑
i=1

∞∑
n=0

and
2n
i

zn

n!

=

∞∑
n=0

anXn
zn

n!
, (E19)

where we defined Xn =
∑NB

i=1 d
2n
i . The coefficients an are the cumulants of a random variable with moments µk = 1/k!. So

a1 = 1, a2 = 1/2− 12 = −1/2, a3 = . . . = 2/3 and so on. Hence the moments Ik/k! have cumulants anXn. We can then use
the standard recursion between moments and cumulants:

Ip
p!

=

p−1∑
q=1

(
p− 1
q − 1

)
aqXq

Ip−q

(p− q)!
+ apXp. (E20)

which is Eq. (15) from the main text. With this recursion one easily obtains Eqns. (16-17) of the main text and also, for example,
assuming 5-ND,

I4 = 24 (X1)
4 − 72 (X1)

2
X2 + 18 (X2)

2

+ 64X1X3 − 33X4 (E21)

I5 = 120 (X1)
5 − 600X2 (X1)

3
+ 800X3 (X1)

2

+ 450 (X2)
2
X1 − 825X4X1

− 400X2X3 + 456X5 . (E22)

Appendix F: Limit distribution for free fermionic spectra

Consider H with spectrum En =
∑L

k=1 nkΛk + E0 with nk = 0, 1. We first compute (z = β + it)

tr
(
e−zH

)
= e−zE0

∑
{nk}

exp

(
−z

L∑
k=1

nkΛk

)

= e−zE0

∑
{nk}

e−zn1Λ1 · · · e−znLΛL

= e−zE0

L∏
k=1

(
1 + e−zΛk

)
.
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From here on we stick to infinite temperature i.e. z = it. If some levels are degenerate we get

∣∣tr (e−itH
)∣∣2 =

LB∏
j=1

∣∣1 + e−itϵj
∣∣2gj

=

LB∏
j=1

(2 cos (tϵj/2))
2gj . (F1)

Assuming that the levels {ϵj}LB

j=1are independent implies that (upon considering t a random variable)
∣∣tr (e−itH

)∣∣2 is a product
of independent random variables Yj . So the logarithm of the product is a sum of independent random variables lnYj . The
moment generating function of lnYj is

(Yj)
λ
=

∫ 2π

0

dϑ

2π
(2 cos (ϑ))

2gjλ =
4λgjΓ

(
1
2 + λgj

)
√
πΓ (1 + λgj)

(F2)

= G(λgj) = exp

[ ∞∑
n=2

cn (gjλ)
n

]
, (F3)

where in the last equation we defined the function G and the coefficients cn (since the function in (F2) is analytic and positive
for λ > −1/2 its logarithm is analytic in the same region). Explicitly c2 = π2/6.

Let us define the following random variable

QL =
ln |χ(t)|2√∑LB

j=1 g
2
j

, (F4)

and the ratios

SLB
p =

∑LB

j=1 (gj)
2(∑LB

j=1 g
2
j

)p/2 . (F5)

By the same arguments as in Section B the assumption that the one-particle degeneracies gj are generic implies that

lim
L→∞

SL
p = 0, ∀p > 2. (F6)

The random variable QL has the following characteristic function

eikQL = exp

LB∑
j=1

∞∑
p=2

cpS
LB
p (ik)

p
. (F7)

To show that we can pass the limit inside the exponential note that
∣∣SLB

p

∣∣ ≤ 1 for all p and since ln(G(λ)) is analytic, the
coefficients are bounded by |cp| ≤ Cp+1 for some constant C and

∑∞
p=2 C

p+1 |k|p < ∞ for |k| small enough so that the limit
and the sum can be swapped by Tannery’s theorem. Finally, we obtain, in the thermodynamic limit,

lim
L→∞

eiλQL = e−(π2/6)λ2

. (F8)

After Fourier transform, we get

ln |χ(t)|2√∑LB

j=1 g
2
j

d−→ N

(
0,
π2

3

)
. (F9)

For finite temperature, β ̸= 0, the steps are the same, but we could not evaluate the variance in closed form, which now
depends on β.
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Appendix G: Moments for free fermionic spectra

Here we want to compute IM = |χ(t)|2M when H has the free Fermionic spectrum, under the assumption that the {ϵj}LB

j=1

are independent. Following the previous section we have

|χ(t)|2M =

LB∏
j=1

(
eitϵj/2 + e−itϵj/2

)2gjM
=

LB∏
j=1

2gjM∑
k=0

(
2gjM
k

)
e−itϵj(gjM−k)

=

2gjM∑
k1=0

· · ·
2gjM∑
kLB

=0

(
2gjM
k1

)
· · ·
(

2gjM
kLB

)
×

× exp

−it
LB∑
j=1

ϵj(gjM − kj)

 .

Taking the infinite time average independence of the ϵj implies that only the terms with kj = gjM remain and we get

|χ(t)|2M =

LB∏
j=1

(
2gjM
gjM

)
. (G1)

Appendix H: Numerics on physical models

1. Check of the Lyapunov condition in Eq.(7) at high temperature

We show that at infinite temperature T → ∞ (with β = 1/T ) implying ρ = I, in case of physical models (local Hamiltonians),
with spectral resolution H =

∑NB

j=1EjΠj , the weights dj = tr(Πj), satisfy the Lyapunov condition Eq. (7), i.e. are generic.
For a given D-dimensional Hamiltonian, we define

Rn
q =

∑n
j=1 d

2q
j(∑n

j=1 d
2
j

)q , (H1)

where n ∈ {1, 2, . . . .NB}. We investigate this behavior using the following XXZ Hamiltonian with next-to-nearest-neighbor
(NNN) interactions (Eq. (21) of the main text) with periodic boundary conditions, σα

N+j = σα
j :

H =

N∑
j=1

(
σx
j σ

x
j+1 + σy

j σ
y
j+1 +∆σz

jσ
z
j+1

)
+ α

N∑
j=1

(
σx
j σ

x
j+2 + σy

j σ
y
j+2 +∆σz

jσ
z
j+2

)
. (H2)

This model interpolates between three regimes:

• non-integrable case (α ̸= 0),

• Bethe Ansatz (BA) integrable case (α = 0),

• quadratic quasi-free integrable case (∆ = 0, α = 0).

We numerically diagonalize the Hamiltonian for finite system sizes N and identify eigenvalue degeneracies using a numerical
threshold of ϵ = 10−8.

In Fig. 2, we present numerical evidence that the weights dj behave generically in both the integrable (Bethe Ansatz) and
non-integrable regimes, i.e. the ratio decays exponentially with the system size N (upper panels), and as a power-law with the
eigenvalue index n (lower panels). Note that, as shown in the proof of Theorem 2, if, for M → ∞, RM

q → 0 for a certain value
of q > 1, then RM

q → 0 for all q > 1, and so it is sufficient to check the statement for a single q.
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Figure 2. Numerical check of (7) for the paradigmatic example of a physical (local) Hamiltonian given by XXX+NNN chain in (21) at high
temperature. Upper panels: Decay of the ratios RNB

q for various system sizes N , where NB denotes the total number of blocks in the
Hamiltonians (corresponding to the number of dj’s). Dashed lines are included as guides for the eye. Lower panels: Decay of the ratios
Rn

q for fixed system size N = 12, the largest size for which we computed the full spectrum. Solid lines are fits to the power-law function
f(n) = b/na−1, with the extracted exponent satisfying a ≈ q up to small deviations. Panels on the left correspond to the Bethe Ansatz
integrable case with α = 0 and ∆ = 0.1, while panels on the right show the non-integrable case with α = 0.1 and ∆ = 0.1.
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Figure 3. Numerical check of (12) for the paradigmatic example of a physical (local) Hamiltonian given by XXX+NNN chain in (21). We fix
the system size N = 12, show the result of the quantity sRN

1 (h, s) which is expected to be sh. Upper panel: Bethe Ansatz integrable case
with α = 0 and ∆ = 0.1. Lower panel: non-integrable case with parameters α = 0.1 and ∆ = 0.1. Infinite temperature T → ∞ regime.
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2. Check of the Lyapunov condition in Eq. (12) at high temperature

We now turn to verifying condition (12) from the main text. By Theorem 3, this condition, together with the assumption of
independence of the energy levels, guarantees that the associated random walk converges to a Wiener process in the thermody-
namic limit. To recall, the condition requires that

lim
N→∞

RN
1 (h, s) = h , (H3)

where we recall Eq. (C4):

RN
q (h, s) :=

∑⌊N(s+h)⌋
k=⌊Ns⌋+1 d

2q
k(∑N

k=1 d
2
k

)q . (H4)

In Fig. 3, we numerically plot sRN
1 (h, s), which should asymptotically approach sh for large system sizes N , for various values

of h and s. The results show excellent agreement with the theoretical prediction (dotted lines), confirming the expected behavior.
In summary, for the XXZ+NNN chain, we have verified that both Lyapunov-type conditions for the spectral weights—

Eqns. (7) and (12)—are satisfied. These are necessary prerequisites for Theorems 2 and 3 to apply. What remains is the
verification of linear independence of the energy spectrum over the rationals—a requirement that is, in practice, numerically
intractable. Nevertheless, for non-integrable systems, spectral independence is generally expected. In contrast, the Bethe-Ansatz
integrable case is more subtle: it may yield spectra that are either rationally independent or contain many rational relations.

3. Violation of the Lyapunov condition Eq. (7) at low temperature

In Fig. 4, we demonstrate the breakdown of the Lyapunov condition Eq. (7) at low temperature, thus signaling the inappli-
cability theorems 2 and 3. In particular, with the decrease of the temperature parameter T , we observe (from the top to bottom
panels) that the ratio RNB

q changes its exponential decay with the system size and flattens off as the zero temperature limit is
approached.

4. Probability distribution of the spectral form factor |χ(t)|2

In Fig. 5, we show the full probability distribution of the normalized SFF, |χ(t)|2/|χ(t)|2 both in the non-integrable and
Bethe-Ansatz integrable phases of the XXZ+NNN chain (right panels). It is apparent that in both the Bethe-Ansatz and in the
non-inegrable phases, the behavior of the SFF is the one predicted by Theorem 2: |χ(t)|2/|χ(t)|2 → Exp(1) for increasing
system size. It is interesting to notice, as shown in Table I, that the BA integrable regime cannot be differentiated from fully
non-integrable theories by the long-time behavior of the SFF.

In Fig. 6 we demonstrate that quasi-free theories instead, exhibit a behavior of the SFF predicted by Theorem 5, i.e. the SFF
is lognormal and its properly normalized logarithm becomes Gaussian in the thermodynamic limit. More precisely, using the
notation of Theorem 5,

log
(
|χ(t)|2

)
√∑LB

j=1 g
2
j

→ N

(
0,
π2

3

)
. (H5)

To check Eq. (H5) we perform numerics on the XY model given by the following Hamiltonian

HXY = −
L∑

i=1

[(
1 + γ

2

)
σx
i σ

x
i+1 +

(
1− γ

2

)
σy
i σ

y
i+1 + hσz

i

]
. (H6)

We use periodic boundary conditions on the fermions (see e.g. [47] for a discussion). Standard diagonalization brings the model
to

HXY =
∑

k∈BZ

Λk

(
η†kηk − 1

2

)
, (H7)
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Figure 4. Numerical check of (7) for the paradigmatic example of a physical (local) Hamiltonian given by XXX+NNN chain in (21) at low
and different temperatures T and breakdown of the Lyapunov conditions. Decay of the ratios RNB

q for various system sizes N , where NB

denotes the total number of blocks in the Hamiltonians (corresponding to the number of dj’s). Dashed lines are included as guides for the eye.
Significant deviation from an exponential decay of the ratios signals the breakdown of the generic condition. Decrease of the temperature from
the top to the bottom panel shows how exactly the condition is not longer satisfied in the low temperature limit.

where the Brillouin zone is BZ = {k|k = 2πn/L, n = 0, 1, . . . , L− 1} and the single particle dispersion reads

Λk = 2

√
γ2 + h2 + (1− γ2) cos (k)

2
+ 2h cos (k), (H8)

so that the SFF reads (see the proof of Theorem 5)

|χ(t)|2 =

L∏
k=1

∣∣1 + e−itΛk
∣∣2

=

LB∏
j=1

(2 cos (tϵj/2))
2gj . (H9)

For general values of h, γ, the one particle spectrum Λk is doubly degenerate so that gj = 2, ∀j, and LB = L/2. At the
point h = γ = 0 the spectrum becomes Λk = 2| cos(k)|. In this case, one can prove that ϵk is independent over the rationals
for L a prime number, while it is expected not to be independent when L is not prime [48]. For other values of h, γ we observe
the behavior expected from Theorem 5, irrespective if L is prime or not, indicating that the one particle spectrum is likely
independent, see Fig. 6 upper panels. For h = γ = 0 the largest discrepancy from Eq. (H5) is expected when L is highly
composite. So in the lower panels of Fig. 6 we show results for L = 128 = 27 which shows a large discrepancy (left) with those
of L = 127 which is prime (right). See also [49] for analogous discussions on free fermionic spectra. Note that, for free theories
the large parameter in the CLT is L = log2(D), and the errors from applying the CLT at finite size are of the order of O(L−1/2)
as opposed to O(D−1/2) for the non-integrable case. As a consequence, to check Theorem 2 for free models, we need to go to
considerably larger sizes, while to check Theorem 5 in non-integrable models sizes of order of L = 8 suffice.
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Figure 5. Probability distribution of the normalized Spectral Form Factor (SFF) for the XXZ + NNN chain spectrum at infinite temperature
(ρ = 1I) for system size N = 8. The distribution is obtained sampling in the time domain [105, 2 · 105]. The prediction of Theorem 2, e−x,
is shown in red. Upper panel: non-integrable spectrum with ∆ = 0.1 and α = 0.1. Lower panel: Bethe Ansatz integrable spectrum with
∆ = 0.1 and α = 0.0. Notice the small system sizes used to perform the checks, and how well the exponential function captures the behavior.
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Figure 6. Check of Eq. (H5) for the free XY model. Upper panels: (h, γ) = (0.2, 0.3) L = 8 (left panel) and L = 170 (right panel). Lower
panels (h, γ) = (0, 0) L = 128 (left panel) and L = 127, prime (right panel). The histograms are obtained sampling 2 × 105 time points
uniformly in [103, 2× 105].

5. SFF distribution and moments in the SYK model

We now turn to a random (disordered) model and, in particular, we consider the generalized Sachdev-Ye-Kitaev (SYK-
k) model [50–52]. The SYK-k model describes a k-body all-to-all interaction between N Majorana fermionic modes. The
Hamiltonian reads

HSYK−k = (i)k/2
∑

1≤i1<...<ik≤N

Ji1i2...ikχi1χi2 . . . χik (H10)
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Figure 7. Probability density function (PDF) of the SFF at different temperatures for the SYK-4 model spectrum with J = 1 and N = 18
Majorana modes. Histograms of the SFF are obtained sampling 105 time points uniformly distributed in [105, 2 × 105] and and for a single
realization of the disorder couplings.

High Temperature T = ∞ Low Temperature T = 0.01
Gaussian (%) Exact (%) Gaussian (%) Exact (%)

K2 0.229 0.033 46.452 0.011
K3 1.018 0.434 79.754 0.007
K4 1.484 0.316 93.936 0.025

Table II. Relative errors (in percentages) of the moments of the SFF of the SYK-4 model between the exact formulae (average of) Eqns. (15)
and the Gaussian approximation Km ≃ m!. The numerical data are obtained by sampling t uniformly in [105, 2 × 105], 104 times and
performing an additional ensemble average over 100 realizations for the SYK-4 model with N = 18 Majorana fermions. Increasing the
number of realizations and time domain sampling leads to better agreement. The superior agreement of the exact expression is most evident
for low temperatures.

with k being an even and positive integer number and χi Majorana operators. The couplings Ji1,i2,...,ik are identical, independent
distributed (i.i.d.) gaussian variables with mean and variance given by

E[Ji1,i2,...,ik ] = 0 , E[J2
i1,i2,...,ik

] =
(k − 1)!J

Nk−1
. (H11)

To perform exact diagonalization of the model and obtain its spectrum, we use the Jordan-Wigner transformation and map the
Majorana operators into strings of Pauli operators [53, 54]. For k = 2, the model constitutes a random quadratic model that is
not chaotic [55], while for k ≥ 4, the model is considered strongly chaotic. The spectrum of SYK-4 is non-degenerate when
N mod 8 = 0 so that dj = 1 ∀j = 1, . . . , D, while it is entirely doubly degenerate, i.e. dj = 2, ∀j = 1, . . . , NB when
N mod 8 ̸= 0 due to a particle-hole symmetry [17]. This implies that both Eqns. (7) and (12) are satisfied. The probability
distribution of the eigenvalues is not known, but our numerical calculations and the computations in [33] suggest that it is
absolutely continuous with respect to the Lebesgue measure. This would imply that, besides the known degeneracies for N
mod 8 ̸= 0 that we mentioned, with probability one, the spectrum is independent. This implies that, at infinite temperature
ρ = 1I, all the Theorems 2, 3, and 4, apply to the SYK-4 model. At low enough temperature, the Lyapunov condition Eq. (7) is
not satisfied. According to Theorem 2 the distribution of the random variable Yn is no longer Gaussian in the thermodynamic
limit, and, correspondingly, the distribution of |χ(t)|2/|χ(t)|2 is no longer exponential.

In Fig. 7, we show the full probability distribution of the normalized SFF both at infinite temperature and at very low temper-
ature. It is apparent that in the T = ∞ case the distribution is Exp(1) which follows from Theorem 2 while at T = 0.01 the
distribution is double-peaked signaling a breakdown of the CLT.

In Table II we show analogous results for the normalized moments of the SFF, Km, defined as

Km =
Ex

[
|χ(t)|2m

]
(
Ex

[
|χ(t)|2

])m =
Ex [Im]

(Ex[I1])
m , (H12)

where, to obtain better figures we also averaged over the random variables with Ex. The ensemble average of formulae Eqns. (16)
and (17) give the correct moments while the Gaussian approximation Km ≃ m! fails at low temperature.
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6. Evaluating the fractal dimension of the Brownian walker (or SFF) frontier

The fractal dimension is a quantitative measure that captures the complexity or "roughness" of a geometric object, especially
those that exhibit self-similarity across scales. One widely used approach for estimating the fractal dimension is the box-counting
method. This technique involves overlaying a grid of square boxes of side length ε over the domain containing the fractal and
counting the number N(ε) of boxes that intersect the fractal set. As ε → 0, the fractal dimension dF is estimated by analyzing
the scaling behavior of N(ε), typically through a log-log regression

dF = lim
ε→0

logN(ε)

log(1/ε)
. (H13)

In practical implementations, this limit is approximated by evaluating N(ε) at a range of decreasing box sizes and estimating
the slope of the linear fit in a log-log plot.

We verified that our implementation accurately reproduces a wide range of known fractal objects with exact dimensions in
the range 0<dF < 2. However, in realistic datasets that are not explicitly designed to exhibit fractal behavior (for example the
Koch curve), there is some degree of arbitrariness in selecting the range of scales over which a clear power-law appears. Such
is our case and the geometrical object that represent the fractal frontiers. To ensure statistical significance of our findings we
preform the measurement of fractal dimension of the frontier on a ensemble of random walks (up to 20 different trajectories) for
each of the considered regimes. Each member of the ensemble is generated by the same, exact, deterministic spectrum (in case
of the disorder-free XXZ+NNN chain) but a different randomized value for the time parameter t sampled uniformly at random
in t ∈ [1, 2× 105].

Additionally, we note that isolating the fractal frontier in practice requires rasterizing numerical data into image format, a
process that inherently reduces the precision of subsequent fractal dimension estimations. Extracting the frontier itself poses a
significant technical challenge, as the random walker spans the continuous R2 plane. Standard convex hull algorithms, such as the
gift wrapping algorithm [56], are not well-suited for capturing rugged, scale-invariant structures. If the walker were constrained
on a lattice, we would see implementing such an algorithm worthwhile effort. In this work we employed a combination of
approaches using open-source image editing tools such as GIMP [57], along with image processing functionalities of the routine
ImageMeasurements provided by the ©Mathematica software.

In Fig. 8, we illustrate the box-counting method using a representative pair of random-walks: one from the non-integrable
(chaotic) case, and the other from the integrable XY chain with parameters (h, γ) = (0.2, 0.3). These examples serve to visually
demonstrate the qualitative differences between the two regimes. To ensure the reliability of our findings, the main text reports
results averaged over multiple random-walks.
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Figure 8. Box counting method and measurement of the fractal dimension for representative fractals. Straight lines are fits to the linear function
f(x) = ax+ b. The data reflects the frontier fractal dimension of the data presented in Fig. 1.
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